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\log E^{P}\left[\exp \left[H_{n}\left(\left(a_{1}, x_{1}\right), \ldots,\left(a_{n}, x_{n}\right)\right)\right]\right.
$$

is almost additive and

$$
\mathcal{F}(\alpha)=\sup _{\beta \in \mathcal{M}_{s}(\alpha)}\left[\mathcal{H}(\beta)-J^{*}(\beta)\right]
$$

- We can allow some periodicity.
- We can allow some periodicity.
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- We can allow some periodicity.
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$\square$ Just view $\left(x_{2 i-1}, x_{2 i}\right)$ as $y_{i}$.
- We can allow some periodicity.
$\square H_{n}\left(\left(a_{1}, x_{1}, x_{2}\right),\left(a_{2}, x_{3}, x_{4}\right), \ldots,\left(a_{n}, x_{n}, x_{2 n}\right)\right.$
$\square$ Just view $\left(x_{2 i-1}, x_{2 i}\right)$ as $y_{i}$.
$\pi^{*}\left(y, d y^{\prime}\right)=\pi\left(x_{2}, d x_{1}^{\prime}\right) \pi\left(x_{1}^{\prime}, d x_{2}^{\prime}\right)$
- The supremum is over $\beta$ with $\mathcal{A}$ marginal $\alpha$.
- The supremum is over $\beta$ with $\mathcal{A}$ marginal $\alpha$.
$\square J^{*}(\beta)$ is given by

$$
\int h\left(\beta\left(\omega \mid d a_{1}, d x_{1}\right) ; \alpha\left(\omega \mid d a_{1}\right) \times \pi\left(x_{0}, d x_{1}\right)\right) d \beta
$$

- The supremum is over $\beta$ with $\mathcal{A}$ marginal $\alpha$.
$\square J^{*}(\beta)$ is given by

$$
\int h\left(\beta\left(\omega \mid d a_{1}, d x_{1}\right) ; \alpha\left(\omega \mid d a_{1}\right) \times \pi\left(x_{0}, d x_{1}\right)\right) d \beta
$$

We use this repeatedly to evaluate when $F_{i}=f\left(X_{i}, X_{2 i}\right)$

The supremum is over $\beta$ with $\mathcal{A}$ marginal $\alpha$.
$\square J^{*}(\beta)$ is given by

$$
\int h\left(\beta\left(\omega \mid d a_{1}, d x_{1}\right) ; \alpha\left(\omega \mid d a_{1}\right) \times \pi\left(x_{0}, d x_{1}\right)\right) d \beta
$$

$\square$ We use this repeatedly to evaluate when
$F_{i}=f\left(X_{i}, X_{2 i}\right)$

- Write

$$
\sum_{i=1}^{2^{k} n} F_{i}=\sum_{i=1}^{n} F_{i}+\sum_{j=1}^{k-1} \sum_{i=2^{j} n+1}^{2^{j+1} n} F_{i}
$$

- When $k$ is large the initial term can be ignored.
- When $k$ is large the initial term can be ignored.
$\square H^{0}=0$ and $H^{1}\left(a_{1}, \ldots, a_{2^{k-1} n}\right)$ is given by

$$
\log E^{P}\left[\exp \left[\sum_{i=1}^{2^{k-1} n} f\left(a_{i}, x_{2^{k} n+2 i}\right)\right]\right]
$$

- When $k$ is large the initial term can be ignored. $H^{0}=0$ and $H^{1}\left(a_{1}, \ldots, a_{2^{k-1} n}\right)$ is given by

$$
\log E^{P}\left[\exp \left[\sum_{i=1}^{2^{k-1} n} f\left(a_{i}, x_{2^{k} n+2 i}\right)\right]\right]
$$

Consider now $H^{2}\left(a_{1}, \ldots, a_{2^{k-2} n}\right)$ given by

$$
\begin{array}{r}
\log E\left[\operatorname { e x p } \left[H^{1}\left(x_{2^{k-1} n+1}, x_{2^{k-1}+2}, \ldots, x_{2^{k n}}\right)\right.\right. \\
\left.\left.+\sum_{i=1}^{2^{k-2} n} f\left(a_{i}, x_{2^{k-1} n+2 i}\right)\right]\right]
\end{array}
$$

- $\mathcal{F}_{0}(\alpha)=0 . \lambda=\left(\lambda_{1}, \lambda_{2}\right)$

$$
\begin{aligned}
& \square \mathcal{F}_{0}(\alpha)=0 . \lambda=\left(\lambda_{1}, \lambda_{2}\right) \\
& \square \lambda=\lambda T^{-2} \cdot \lambda_{2}^{*}=\frac{1}{2}\left[\lambda+\lambda T^{-1}\right]
\end{aligned}
$$

$$
\begin{aligned}
& \square \mathcal{F}_{0}(\alpha)=0 . \lambda=\left(\lambda_{1}, \lambda_{2}\right) \\
& \lambda=\lambda T^{-2} \cdot \lambda_{2}^{*}=\frac{1}{2}\left[\lambda+\lambda T^{-1}\right] \\
& \mathcal{F}_{j}(\alpha)=\sup _{\lambda_{: ~}=\alpha}\left[E^{\lambda}\left[f\left(a_{1}, X_{2}\right)\right]+\mathcal{F}_{j-1}\left(\lambda_{2}^{*}\right)-J_{\alpha}(\lambda)\right]
\end{aligned}
$$

$\square \mathcal{F}_{0}(\alpha)=0 . \lambda=\left(\lambda_{1}, \lambda_{2}\right)$
$\square \lambda=\lambda T^{-2} \cdot \lambda_{2}^{*}=\frac{1}{2}\left[\lambda+\lambda T^{-1}\right]$
$\mathcal{F}_{j}(\alpha)=\sup _{\lambda: \lambda_{1}=\alpha}\left[E^{\lambda}\left[f\left(a_{1}, X_{2}\right)\right]+\mathcal{F}_{j-1}\left(\lambda_{2}^{*}\right)-J_{\alpha}(\lambda)\right]$
$\square \psi=\lim _{k \rightarrow \infty} \frac{\mathcal{F}_{k}(\alpha)}{2^{k}}$
$\square \mathcal{F}_{0}(\alpha)=0 . \lambda=\left(\lambda_{1}, \lambda_{2}\right)$
$\square \lambda=\lambda T^{-2} \cdot \lambda_{2}^{*}=\frac{1}{2}\left[\lambda+\lambda T^{-1}\right]$
$\mathcal{F}_{j}(\alpha)=\sup _{\lambda: \lambda_{1}=\alpha}\left[E^{\lambda}\left[f\left(a_{1}, X_{2}\right)\right]+\mathcal{F}_{j-1}\left(\lambda_{2}^{*}\right)-J_{\alpha}(\lambda)\right]$
$\square \psi=\lim _{k \rightarrow \infty} \frac{\mathcal{F}_{k}(\alpha)}{2^{k}}$

- The limit is independent of $\alpha$.
$\square k \geq 3$ is much harder.
$\square k \geq 3$ is much harder.
- The iteration from one step to another does not involve a fixed proportion.
$\square k \geq 3$ is much harder.
- The iteration from one step to another does not involve a fixed proportion.
$\square$ The periodicity which was always two 2 when $k=2$ varies at each step.
$\square k \geq 3$ is much harder.
- The iteration from one step to another does not involve a fixed proportion.
$\square$ The periodicity which was always two 2 when $k=2$ varies at each step.
- " $a$ " is a much more complex object!
$\square k \geq 3$ is much harder.
- The iteration from one step to another does not involve a fixed proportion.
$\square$ The periodicity which was always two 2 when $k=2$ varies at each step.
- " $a$ " is a much more complex object!
- $\mathcal{A}=\mathcal{X}^{k_{p}}$ and varies with $p$.
$\square k \geq 3$ is much harder.
- The iteration from one step to another does not involve a fixed proportion.
$\square$ The periodicity which was always two 2 when $k=2$ varies at each step.
- " $a$ " is a much more complex object!
- $\mathcal{A}=\mathcal{X}^{k_{p}}$ and varies with $p$.
$\square$ The procedure is the same.

